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THE   PROCESS

As psychology majors, students taking statistics for the behavioral sciences expressed a need 

for a broad base of examples and applications. Specifi cally, they were looking for resources 

that would help them apply key formula in a relevant, accessible fashion.

The fi rst 4-color product in the statistics for the behavioral sciences course, Behavioral 

Sciences STAT offers students a visually engaging experience that makes the material more 

accessible. Additionally, Review and Tech cards provide students with a convenient resource 

to use in class and after graduation.

Adopters of the fi rst edition found that Behavioral Sciences STAT supported the way they teach 

by providing an effi cient presentation of the concepts with current examples. Discussions were 

richer, because students came to class better prepared having read the chapter.

Behavioral Sciences STAT delivers an engaging mixture of print and digital tools that expose 

students to a variety of applications to prepare them to be professionals, while supporting 

instructors with a suite of tracking and assessment resources.

Conduct research with students on their challenges and learning preferences.

Develop the ideal product mix  with students to address each course’s needs.

Share student feedback and validate product mix with faculty.

Publish a Student-Tested, Faculty-Approved solution.
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2 Behavioral Sciences STAT2

Your goals in this chapter are to learn:

• The logic of research and the purpose of statistical procedures.

• What a relationship between scores is.

• When and why descriptive and inferential procedures are used.

• What the difference is between an experiment and a correlational 
study, and what the independent variable, the conditions, and the 
dependent variable are.

• What the four scales of measurement are.

Chapter1
INTRODUCTION TO STATISTICS 
AND RESEARCH

O
kay, so you’re taking a course in statistics. What does 

this involve? Well, first of all, statistics involve math, 

but if that makes you a little nervous, you can relax: 

You do not need to be a math wizard to do well in 

this course. You need to know only how to add, subtract, multiply, 

and divide—and use a calculator. Also, the term statistics is often 

shorthand for statistical procedures, and statisticians have already 

developed the statistical procedures you’ll be learning about. So 

you won’t be solving simultaneous equations, performing proofs 

and derivations, or doing other mystery math. You will simply 

learn how to select the statistical procedure—the formula—that is 

appropriate for a given situation and then compute and interpret 

the answer. And don’t worry, there are not that many to learn, and 

these fancy-sounding “procedures” include such simple things as 

computing an average or drawing a graph. (A quick refresher in 

GOING     FORWARD
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3Chapter 1: Introduction to Statistics and Research

math basics is in Appendix A.1. If you can do that, 

you’ll be fine.)

Instead of thinking of statistics as math prob-

lems, think of them as tools that psychologists and 

other behavioral researchers employ when “ana-

lyzing” the results of their research.  Therefore, for 

you to understand statistics, your first step is to 

understand the basics of research so that you can 

see how statistics fit in. To get you started, in this 

chapter we will discuss (1) what learning statistics 

involves, (2) the logic of research and the purpose 

of statistics, (3) the two major types of studies that 

researchers conduct, and (4) the four ways that 

researchers measure behaviors.

1-1 LEARNING ABOUT 
STATISTICS
Why is it important to learn statistics? Statistical proce-
dures are an important part of the research that forms 
the basis for psychology and other behavioral sciences. 
People involved with these sciences use statistics and sta-
tistical concepts every day. Even if you are not interested 
in conducting research yourself, understanding statistics 

is necessary for comprehending other people’s research 
and for understanding your chosen field of study.

How do researchers use statistics? Behavioral 
research always involves measuring behaviors. For 
example, to study intelligence, researchers measure 
the IQ scores of individuals, or to study memory, they 
measure the number of things that people remember 
or forget. We call these scores the data. Any study 
typically produces a very large batch of data, and it 
is at this point that researchers apply statistical proce-
dures, because statistics help us to make sense out of 
the data. We do this in four ways.

1. First, we organize the scores so that we can see 
any patterns in the data. Often this simply involves 
 creating a table or graph.

2. Second, we summarize the data. Usually we don’t 
want to examine each individual score in a study, 
and a summary—such as the average score—
allows us to quickly understand the general 
characteristics of the data.

3. Third, statistics communicate the results of a study. 
You will learn the standard techniques and sym-
bols we use to quickly and clearly communicate 
results, especially in published research reports.

4. Finally, we use statistics to interpret what the 
data indicate. All behavioral research is designed 
to answer a question about a behavior and, 
ultimately, we must decide what the data tell us 
about that behavior.
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You’ll see there are actually only a few different 
ways that behavioral research is generally conducted, 
and for each way, there are slightly different formu-
las that we use. Thus, in a nutshell, the purpose of 
this course is to familiarize you with each research 
approach, teach you the appropriate formulas for that 
approach, and show you how to use the answers you 
compute to make sense out of the data (by  organizing, 
summarizing, communicating, and interpreting).

Along the way, it is easy to get carried away and 
concentrate on only the formulas and calculations. 
However, don’t forget that statistics are a research 
tool that you must learn to apply. Therefore, more 
than anything else, your goal is to learn when to use 
each procedure and how to interpret its answer.

1-1a Studying Statistics
The nature of statistics leads to some “rules” for how 
to approach this topic and how to use this book.

• You will be learning novel ways to think about 
the information conveyed by numbers. You 
need to carefully read and study the  material, 
and often you will need to read it again. Don’t 
try to “cram” statistics. You won’t learn any-
thing (and your brain will melt). You must 
translate the new terminology and symbols into 
things that you understand, and that takes time 
and effort.

• Don’t skip something if it seems difficult because 
concepts and formulas build upon previous ones. 
Following each major topic in a chapter, test 
yourself with the in-chapter “Quick Practice.” If 
you have problems with it, go back—you missed 
something. (Also, the beginning of each chapter 
lists what you should understand from previous 
chapters. Make sure you do.)

• Researchers use a shorthand “code” for describ-
ing statistical analyses and communicating 
research results. A major part of learning statistics 

is learning this code. Once you speak the lan-
guage, much of the mystery of statistics will 
evaporate. So learn (memorize) the terminology 
by using the glossary in the page margins and the 
other learning aids that are provided.

• The only way to learn statistics is to do statis-
tics, so you must practice using the formulas and 
concepts. Therefore, at the end of each chapter 
are study questions that you should complete. 
Seriously work on these questions. (This is the 
practice test before the real test!) The answers to 
the odd-numbered problems are in Appendix C, 
and your instructor has the answers to the even-
numbered problems.

• At the end of this book are two tear-out “Review 
Cards” for each chapter. They include: (1) a 
Chapter Summary, with linkage to key vocabu-
lary terms; (2) a Procedures and Formulas section, 
where you can review how to use the formulas 
and procedures (keep it handy when doing the 
end-of-chapter study questions); and (3) a  Putting 
It All Together fill-in-the-blank exercise that 
reviews concepts, procedures, and vocabulary. 
(Complete this for all chapters to create a study 
guide for the final exam.)

• You cannot get too much practice, so also visit 
the CourseMate website as described on the 
inside cover of this book. A number of study tools 
are provided for each chapter, including printable 
flashcards, interactive crossword puzzles, and 
more practice problems.

1-1b Using the SPSS Computer 
Program

In this book we’ll use formulas to compute the answers 
“by hand” so that you can see how each is produced. 
Once you are familiar with statistics, though, you 
will want to use a computer. One of the most  popular 
statistics programs is called SPSS. At the end of most 
chapters in this book is a brief section relating SPSS 
to the chapter’s procedures, and you’ll find step-by-
step instructions on one of the Chapter Review Cards. 
(Review Card 1.4 describes how to get started by 
entering data.) These instructions are appropriate for 
version 20 and other recent versions of SPSS. Establish 
a routine of using the data from odd-numbered study 
problems at the end of a chapter and checking your 
answers in Appendix C.

THE PURPOSE OF 
STATISTICAL
     PROCEDURES IS 
TO MAKE SENSE OUT OF DATA.

4 Behavioral Sciences STAT2
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influence on a specific behavior in 
a specific situation. Then, using 
our findings, we generalize back 
to the broader behaviors and 
laws we began with. For example, 
here’s an idea for a simple study. 
Say that we think a law of nature 
is that people must study informa-
tion in order to learn it. We trans-
late this into the more specific 
hypothesis that “the more you 
study statistics, the better you’ll 
learn them.” Next, we will trans-
late the hypothesis into a situation 
where we can observe and measure specific people 
who study specific material in different amounts, to 
see if they do learn differently. Based on what we 
observe, we have evidence for working back to the 
general law regarding studying and learning.

The first part of this translation process involves 
samples and populations.

1-2a Samples and Populations

When researchers talk of a behavior occurring 
in nature, they say it occurs in the population. A 
population is the entire group of individuals to 
which a law of nature applies (whether all humans, 
all men, all 4-year-old English-speaking children, 
etc.). For our example, the population might be all 
college students who take statistics. A population 

usually contains all possible members—past, 
present, and future—so we usually con-

sider it to be infinitely large.
However, to study an infinite pop-

ulation would take roughly forever! 
Instead, we study a sample from the 
population. A sample is a relatively 
small subset of a population that is 
intended to represent, or stand in for, 

the population. Thus, we might 
study the students in your statis-
tics class as a sample representing 
the population of all college stu-
dents studying statistics. The indi-
viduals measured in a sample are 
called the  participants and it is 

their scores that constitute 
our data.

TO BRUSH UP ON 
YOUR MATH SKILLS, CHECK OUT 
THE REVIEW OF BASIC 
     MATH IN APPENDIX A.1 
ON PAGE 234.

But remember, computer programs do only what you 
tell them to do. SPSS cannot decide which statistical 
procedure to compute in a particular situation, nor 
can it interpret the answer for you. You really must 
learn when to use each statistic and what the answer 
means.

1-2 THE LOGIC OF 
RESEARCH
The goal of behavioral research is to understand the 
“laws of nature” that apply to the behaviors of liv-
ing organisms. That is, researchers assume that spe-
cific influences govern every behavior of all members 
of a particular group. Although any single study is a 
small step in this process, our goal is to understand 
every factor that influences the behavior. Thus, when 
researchers study such things as the mating behavior 
of sea lions or social interactions among humans, they 
are ultimately studying the laws of 
nature.

The reason a study is a 
small step is because nature 
is very complex. Therefore, 
research involves a series of 
translations that simplify things 
so that we can examine a specific 

population 
The large group of 
individuals to which 
a law of nature 
applies

sample A 
relatively small subset 
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the population
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are ultimately studying the laws of 
nature.

The reason a study is a
small step is because nature
s very complex. Therefore, 

research involves a series of 
translations that simplify things 
so that we can examine a specific 
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Although researchers ultimately discuss the behav-
ior of individuals, in statistics we often go directly to 
their scores. Thus, we will talk about the population 
of scores as if we have already measured the behavior 
of everyone in the population in a particular situation. 
Likewise, we will talk about a sample of scores, imply-
ing that we have already measured our participants. 
Thus, a population is the complete group of scores 
that would be found for everyone in a particular situ-
ation, and a sample is a subset of those scores that we 
actually measure in that situation.

The logic behind samples and populations is this: 
We use the scores in a sample to infer—to estimate—
the scores we would expect to find in the population 
if we could measure it. Then by translating the scores 
back into the behaviors they reflect, we can infer the 
behavior of the population. By describing the behav-
ior of the population, we are describing how nature 
works, because the population is the entire group to 
which the law of nature applies. Thus, if we observe 
that greater studying leads to better learning for the 
sample of students in your statistics class, we will infer 
that similar scores and behaviors would be found in 
the population of all statistics students. This provides 
evidence that, in nature, more studying does lead to 
better learning.

Notice that the above assumes that a sample is 
representative of the population. We discuss this issue 
in later chapters, but put simply, the individuals in a 
representative sample accurately reflect the individu-

als that are found in the population. 
This means that then our inferences 
about the scores and behaviors found 
in the population will also be accu-
rate. Thus, if your class is representa-
tive of all college students, then the 
scores the class obtains are a good 

example of the scores that everyone in the population 
would obtain.

On the other hand, any sample can be unrepre-
sentative and then it inaccurately reflects the popula-
tion. The reason this occurs is simply due to random 
chance—the “luck of the draw” of who we happen 
to select for a sample. Thus, maybe, simply because 
of who happened to enroll in your statistics class, it 
contains some very unusual, atypical students who 
are not at all like those in the population. If so, then 
their behaviors and scores will mislead us about those 
of the typical statistics student. Therefore, as you’ll 
see, researchers always consider the possibility that 
a  conclusion about the population—about nature—
might be incorrect because it might be based on an 
unrepresentative sample.

Researchers study the behavior of the individuals 
in a sample by measuring specific variables.

1-2b Understanding Variables

We measure aspects of the situation that we think 
influence a behavior, and we measure aspects of the 
behavior itself. The aspects of the situation or behav-
ior that we measure are called variables. A variable 
is anything that can produce two or more different 
scores. A few of the variables found in behavioral 
research include characteristics of an individual, like 
your age, race, gender, personality type, political affili-
ation, and physical attributes. Other variables mea-
sure your reactions, such as how anxious, angry, or 
aggressive you are, or how attractive you think some-
one is. Sometimes variables reflect performance, such 
as how hard you work at a task or how well you recall 
a situation. And variables also measure characteristics 
of a situation, like the amount of noise, light, or heat 
that is present; the difficulty or attributes of a task; or 

variable Anything 
about a behavior or 
situation that, when 
measured, can produce 
two or more different 
scores
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how many others are present and the types of interac-
tions you have with them.

Variables fall into two general categories. If a 
score indicates the amount of a variable that is present, 
the variable is a quantitative variable. A person’s 
height, for example, is a quantitative variable. Some 
variables, however, cannot be measured in amounts, 
but instead classify or categorize an individual on 
the basis of some characteristic. These variables are 
called qualitative variables. A person’s gender, for 
example, is qualitative because the “score” of male or 
female indicates a quality, or category.

For our research on studying and learning sta-
tistics, say that to measure “studying,” we select the 
variable of the number of hours that students spent 
studying for a particular statistics test. To measure 
“learning,” we select the variable of their perfor-
mance on the test. After measuring participants’ 
scores on these variables, we examine the relationship
between them.

1-3 UNDERSTANDING 
RELATIONSHIPS
If nature relates those mental activities we call study-
ing to those mental activities we call learning, then dif-
ferent amounts of learning should occur with differ-
ent amounts of studying. In other words, there should 
be a relationship between studying and learning. A 
relationship is a pattern in which, as the scores on 
one variable change, the scores on the other variable 
change in a consistent manner. In our example, we 
predict the relationship in which the longer you study, 
the higher your test grade will be.

Say that we ask some students how long they stud-
ied for a test and their subsequent grades on the test. 
We obtain the data in Table 1.1. To see the relation-
ship, first look at those people who studied for 1 hour 
and see their grade. Then look at those who studied 
2 hours, and see that they had a different grade from 
those studying 1 hour. And so on. These scores form 
a relationship because as the study-time scores change 
(increase), the test grades also change in a consistent 
fashion (also increase). Further, when study-time 
scores do not change (e.g., Gary and Bo both studied 
for 1 hour), the grades also do not change (they both 
received Fs). We often use the term association when 
talking about relationships: Here, low study times are 
associated with low test grades and high study times 
are associated with high test grades.

Because we see a relationship in these sample data, 
we have evidence that in nature, studying and learn-
ing do operate as we hypothesized: 
The amount someone studies does 
seem to make a difference in test 
grades. In the same way, whenever 
a law of nature ties behaviors or 
events together, then we’ll see that 
particular scores from one variable 
are associated with particular scores 
from another variable so that a rela-
tionship is formed. Therefore, most 
research is designed to investigate 
relationships, because relationships 
are the tell-tale signs of a law at work.

A major use of statistical pro-
cedures is to examine the scores in 
a relationship and the pattern they 
form. The simplest relationships fit 
one of two patterns. Let’s call one 

quantitative 
variable A 
variable for which 
scores reflect the 
amount of the 
variable that is present

qualitative 
variable A 
variable for which 
scores reflect a quality 
or category that is 
present

relationship 
A pattern between 
two variables 
where a change 
in one variable is 
accompanied by a 
consistent change in 
the other

Table 1.1
Scores Showing a Relationship between the 
Variables of Study Time and Test Grades
FYI: The data presented in this book are fictional. Any resemblance to 

real data is purely a coincidence.

Student Study Time in Hours Test Grades

Gary 1 F

Bo 1 F

Sue 2 D

Tony 2 D

Sidney 3 C

Ann 4 B

Rose 4 B

Lou 5 A

In a relationship, as the scores on 
one variable change, the scores 
on the other variable change in 

a consistent manner.
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variable X and the other Y. Then, sometimes the rela-
tionship fits the description “the more you X, the 
more you Y.” Examples of this include the following: 
The more you study, the higher your grade; the more 
alcohol you drink, the more you fall down; the more 
often you speed, the more traffic tickets you receive; 
and even that old saying “The bigger they are, the 
harder they fall.”

At other times, the relationship fits the description 
“the more you X, the less you Y.” Examples of this 
include the following: The more you study, the fewer 
the errors you make; the more alcohol you drink, the 
less coordinated you are; the more you “cut” classes, 
the lower your grades; and even that old saying “The 
more you practice statistics, the less difficult they are.”

Relationships may also form more complicated 
patterns where, for example, more X at first leads to 
more Y, but beyond a certain point, even more X leads 
to less Y. For example, the more you exercise the bet-
ter you feel, until you reach a certain point, beyond 
which more exercise leads to feeling less well, due to 
pain and exhaustion.

Although the above examples involve quantitative 
variables, we can also study relationships that involve 
qualitative variables. For example, gender is a com-
monly studied qualitative variable. If you think of 
being male or female as someone’s “score” on the gen-
der variable, then we see a relationship when, as gender 
scores change, scores on another variable also change. 
For example, saying that men tend to be taller than 
women is actually describing a relationship, because 
as gender scores change (going from men to women), 
their corresponding height scores tend to decrease.

1-3a The Consistency of a 
Relationship

Table 1.1 showed a perfectly consistent association 
between hours of study time and test grades: All 
those who studied the same amount received the same 
grade. In a perfectly consistent relationship, a score 
on one variable is always paired with one and only 
one score on the other variable. This makes for a very 
clear, obvious pattern when you examine the data. In 
the real world, however, not everyone who studies for 
the same amount of time will receive the same test 
grade. (Life is not fair.) A relationship can be present 
even if there is only some degree of consistency. Then, 
as the scores on one variable change, the scores on the 
other variable tend to change in a consistent fashion. 
This produces a less obvious pattern in the data.

For example, Table 1.2 presents a less consistent 
relationship between the number of hours studied 
and the number of errors made on the test. Notice 
that the variables are also labeled X and Y. When 
looking at a relationship, get in the habit of asking, 
“As the X scores increase, do the Y scores change in 
a consistent fashion?” Answer this by again looking 
at one study-time score (at one X score) and seeing 
the error scores (the Y scores) that are paired with it. 
Then look at the next X score and see the Y scores 
paired with it. Two aspects of the data in Table 1.2 
produce a less consistent relationship: First, not 
everyone who studies for a particular time receives 
the same error score (e.g., 12, 13, and 11 errors are 
all paired with 1 hour). Second, sometimes a par-
ticular error score is paired with different studying 
scores (e.g., 11 errors occur with both 1 and 2 hours 
of study). These aspects cause overlapping groups of 
different error scores to occur at each study time, so 
the overall pattern is harder to see. In fact, the greater 
the differences among the group of Y scores at an X
and the more the Y scores overlap between groups, 
the less consistent the relationship will be. Nonethe-
less, we still see the pattern where more studying 
tends to be associated with lower error scores, so a 
relationship is present. Essentially, one batch of error 
scores occurs at one study-time score, but a different
batch of error scores tends to occur at the next study-
time score.

Table 1.2
Scores Showing a Relationship between Study 
Time and Number of Errors on Test

Student X Hours of Study Y Errors on Test

Amy 1 12

Karen 1 13

Joe 1 11

Cleo 2 11

Jack 2 10

Maria 2  9

Terry 3  9

Manny 3 10

Chris 4  9

Sam 4  8

Gary 5  7
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Notice that the less consistent relationship above 
still supports our original hypothesis about how nature 
operates: We see that, at least to some degree, nature 
does relate studying and test errors. Thus, we will always 
examine the relationship in our data, no matter how 
consistent it is. A particular study can produce anywhere 
between a perfectly consistent relationship and no rela-
tionship. In Chapter 10 we will discuss in depth how 
to describe and interpret the consistency of a particular 
relationship. (As you’ll see, the degree of consistency in 
a relationship is called its strength, and a less consistent 
relationship is a weaker relationship.) Until then, it is 
enough for you to simply know what a relationship is.

1-3b When No Relationship Is 
Present

At the other extreme, sometimes the scores from two 
variables do not form a relationship. For example, say 
that we had obtained the data shown in Table 1.3.

Here, no relationship is present because the error 
scores paired with 1 hour are essentially the same as 
the error scores paired with 2 hours, and so on. Thus, 
virtually the same (but not identical) batch of error 
scores shows up at each study time, so no pattern of 
increasing or decreasing errors is present. These data 
show that how long people study does not make a 
consistent difference in their error scores. Therefore, 
this result would not provide evidence that studying 
and learning operate as we think.

A relationship is present 
(though not perfectly consistent) 

if there tends to be a different 
group of Y scores associated 

with each X score. A relationship 
is not present when virtually the 
same batch of Y scores is paired 

with every X score.

Less studying may lead 
to more errors ...

Table 1.3
Scores Showing No Relationship between Hours 
of Study Time and Number of Errors on Test

Student X Hours of Study Y Errors on Test

Amy 1 12

Karen 1 10

Joe 1  8

Cleo 2 11

Jack 2 10

Maria 2  9

Terry 3 12

Manny 3  9

Chris 3 10

Sam 4 11

Jane 4 10

Gary 4  8
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